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a b s t r a c t

X-ray powder diffractometric and Raman spectrometric methods were developed for quantitative mea-
surement of the polymorphic forms of famotidine in their mixtures. This study aims to deduce some useful
conclusions regarding quantitative polymorph analysis, which could also be utilized in industrial practice.
Both form A and form B of famotidine possess specific X-ray diffraction reflections as well as characteristic
Raman vibrational bands, which permits simple determination of the phases in their mixtures. Keeping
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in mind that multivariate data processing by chemometric approach is thought of nowadays as superior
over univariate one, the results of the two evaluation methods were compared by precision, accuracy as
well as robustness. It was found that both approaches provide similar results provided analytically use-
ful data regions are properly selected. Overcoming the common problems of quantitative X-ray powder
diffractometry and solid state Raman spectrometry both permit accurate quantification of famotidine

owev
ultivariate calibration
amotidine polymorphs

polymorphs; the latter, h

. Introduction

The frequent occurrence of polymorphism of pharmaceutical
olids is known for a long time past; as well as the fact that dif-
erent polymorphic forms of active ingredients may have different
ioavailability [1]. Because of the regulatory constraints of the last
ew decades, which force pharmaceutical companies to deal with
olymorphism of active ingredients [2,3], and even more for the
conomic potential of its new solid forms [4,5], the relevance of
he pharmaceutical polymorph analysis is constantly growing. This
s evidenced by many excellent recent publications, which dis-
uss the subject in detail [4,6–8]. The importance of quantitative
olid state analysis in polymorph research is also increasing; prac-
ically for two reasons. Detection of low level of unwanted solid
orms in the developed one is required from quality assurance
oint of view, provided that bioavailability is affected by poly-
orphism [3]. Measurement of the polymorph composition can

nly be accomplished via sensitive solid state analytical techniques,
hich provides a firm basis for a better in-process technological
ontrol over undesired polymorph transitions. The second reason
rises from patent infringement aspects. On account of a spe-
ific patent right situation a generic manufacturer may have no
ther choice to enter the market with a formulation which con-

∗ Corresponding author. Tel.: +36 1 431 5922; fax: +36 1 432 6006.
E-mail address: a.demeter@richter.hu (Á. Demeter).

731-7085/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.jpba.2008.11.033
er, seems to be more favourable in regular laboratory practice.
© 2008 Elsevier B.V. All rights reserved.

tains the active ingredient as a polymorphic mixture of two solid
forms. In this case, determination of the polymorph composition
is a constraint from both quality assurance and patent point of
view.

X-ray powder diffraction (XRPD) has been used for quantitative
phase analysis for almost a century. It is based on direct propor-
tionality of intensity of the reflection with the weight fraction of
the phase which it is characteristic for [9]. The technique was also
successfully utilized for the quantitative measurement of pharma-
ceutical substances [10–18]. As a novel approach, whole powder
pattern fitting methods [19–21] are spreading, which permit more
accurate and precise quantitation, since these are less sensitive for
experimental errors concerning the sample properties and prepa-
ration, especially preferred orientation.

It is also well known that Raman spectroscopy can be used for
quantitative analysis. A recent publication reviews the potential and
limitations of the technique, as well as reports many examples, in
which it was successfully applied [22]. Two other thorough reviews
deal specially with pharmaceutical applications of Raman spec-
troscopy, including quantitative analytical aspects as well [23,24].
There are some good examples when the authors used univariate
calibration to quantify the polymorph content [25–29]. Multivari-

ate calibrations, utilizing more spectral information than a single
height or integrated intensity of a vibrational band, are usually
applied if the spectral differences are relatively small; hence the
accurate measurement of the previous quantities is not possible
[30–35].

http://www.sciencedirect.com/science/journal/07317085
http://www.elsevier.com/locate/jpba
mailto:a.demeter@richter.hu
dx.doi.org/10.1016/j.jpba.2008.11.033
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The aim of this study was to develop a suitable solid state
nalytical method for measuring the polymorph composition
f famotidine applicable in routine laboratory practice in the
harmaceutical industry. Famotidine is a widely used histamine
2-receptor antagonist having two polymorphic forms: the ther-
odynamically stable form A and the kinetically favoured form B

36]. The substance is a typical example of conformational polymor-
hism [37], hence not only the X-ray powder diffraction patterns of
wo forms are very different, but their vibrational spectra as well.

There is no publication presented so far dealing with quantifica-
ion of the relative amount of famotidine polymorphs. Preliminary
xperiments indicated that infrared spectroscopy is very sensitive
or the detection of form B due to the appearance of its sharp band
t 3506 cm−1. This allows detection of form B down to 1% in a poly-
orphic mixture. Further efforts with FT-IR spectrometry, however,

id not succeed in establishing usable calibration correlation in
he concentration range of 0–100%, either in transmission mode
n potassium bromide pellet or with diffuse reflection technique.
s the melting points of the polymorphs are rather different, in
pite of the rapid decomposition of the substance during melting,
he melting enthalpies can be measured by a proper DSC method.
he technique has, however, a considerable drawback in a quan-
itative analysis, as it was shown that the apparent enthalpies are
lso the function of mechanical activation which affected the sam-
le before the measurement [38]. Therefore DSC analysis does not
nequivocally reflect the true composition of famotidine polymor-
hic mixtures.

There are distinct X-ray diffraction reflections and also unique
aman bands of both famotidine polymorphs, indicating that these
wo powerful solid state analytical techniques are appropriate
or quantitative purposes. Univariate and multivariate calibrations
ere performed on both XRPD and Raman data sets with different
ultivariate methods and spectral processing procedures, and the

wo techniques were compared from practical industrial labora-
ory aspects. This comparison is similar to that published recently
bout the quantitative analysis of carbamazepine anhydrate and
ihydrate [39].

. Materials and methods

.1. Materials

Famotidine form A and form B were obtained from a synthetic
aboratory in the manufacturing plant of Gedeon Richter Plc. Both
orms were of high chemical purity (greater than 99.5% determined
y HPLC), and were also phase-pure according to XRPD, Raman and
SC measurements. Famotidine polymorphic mixtures of unknown
omposition were crystallized under different conditions.

.2. Preparation of polymorphic mixtures

Binary polymorphic mixtures containing 1, 2, 5, 8, 10, 15, 20, 30,
0, 70, 80, 85, 90, 92, 95, 98, 99 and 100% of form A were prepared
ith a similar procedure previously proposed by other authors [12]:

uspending accurately weighted amounts of two forms in hexane
ith stirring for 40 min, in 10 g scale. Validation mixtures contain-

ng 3, 7, 11, 89, 93 and 97% of form A were prepared in the same way.
hese mixtures were not incorporated into calibration models, but
sed for assessing their validity.

To produce ground samples 0.5 g of calibration and validation
ixtures were gently ground in agate mortar with a pestle for 3 min.
.3. FT-Raman spectrometry

Raman spectra were collected by Thermo Nicolet NXR-9650
T-Raman spectrometer equipped with Nd-YAG laser source at
Biomedical Analysis 49 (2009) 338–346 339

1064 nm wavelength, liquid nitrogen cooled Ge detector and
MicroStageTM with laser spot focused on 50 �m. After careful pre-
liminary investigations regarding the maximum tolerable laser
power and exposure time, as well as homogeneity problems, four
scans were co-added from 25 different positions of the sample at
500 mW exciting power and 4 cm−1 spectral resolution. Samples
were filled into the holes of a home-made sample holder acces-
sory [40], which allowed defining a 2.5 mm × 2.5 mm area with 25
equidistant points on a smooth, compact sample surface. Data col-
lection was performed by Thermo Nicolet Omnic software, version
7.2.

2.4. X-ray powder diffractometry

Diffraction patterns were measured on PANalytical X’Pert PRO
diffractometer using Cu K� radiation with 40 kV accelerating volt-
age and 40 mA anode current at a scanning rate of 0.031◦ 2� min−1

over the range of 10–34◦ 2� with 0.013◦ step size in reflection mode,
spinning the sample holder by 1 s−1. PIXcel detector was used with
0.04 sollers; automatic divergence and antiscatter slits were set to
10 mm constant irradiated length. About 0.5 g of samples was filled
from the back into the circular stainless steel sample holder and
pressed against metal plate to give compact and smooth surface.
Every sample was measured in triplicate, filling another portion
of the mixture into the sample holder; except for ground samples,
which were repacked in the sample holder. Data were collected by
PANalytical Data Collector, version 2.2.

2.5. Data analysis

Univariate data analysis was performed by Omnic software and
Microsoft Excel. Diffractograms were converted into jcamp format
before the evaluation, and were treated the same way as Raman
spectra.

Multivariate data analysis was carried out by Thermo Nicolet TQ
Analyst 7.2 software. Classical least squares (CLS), principal compo-
nent regression (PCR) and partial least squares (PLS) methods were
tested with different path length types and spectral preprocessing
steps on different spectral ranges.

The results of different data processing procedures were com-
pared using linear correlation coefficients (r), root-mean-squared
errors of calibration (RMSEC), cross-validation (RMSECV) and
prediction (RMSEP) values. These are defined by the following equa-
tion:

RMSE =
√∑n

i=1(yi − Yi)
2

n
,

where yi, Yi and n are the calculated value, the theoretical value
(neglecting the possibility of inaccurate mixture preparation, this
was considered equal to the nominal value) and the number of
measurements, respectively, for calibration, cross-validation and
prediction.

3. Results and discussion

3.1. X-ray powder diffractometry

The basic equation which permits the quantitative
analytical application of X-ray powder diffraction is Ip =
Kp(wp/�p)/

∑
wp�p, where Ip is the diffraction intensity from
component p, wp is the weight fraction of p, Kp is a constant which
depends upon the inherent properties of p, the reflection being
used, and the experimental arrangement, �p is the density of p,
and

∑
wp�p is the average attenuation coefficient [9]. In the

case of polymorphic binary mixtures both phases have the same
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ass attenuation coefficient, therefore the equation simplifies to
p/Ip0 = wp, where Ip0 is the diffraction intensity for the pure p
hase. Although the theoretical correlation between the measured

ntensity of characteristic reflection and weight fraction of the
hase is simple, there are numerous factors which have to be
onsidered in a reliable analytical application. Based on theoretical
onsiderations [9], a thorough review discussed 33 parameters
hat affect accuracy of quantitative analysis by XRPD [41]. These
riginate from the instrument, from the analyte and from the sam-
le preparation; and the most important factors are the crystallite
ize, the preferred orientation and the sample preparation. The
rystallite (coherent diffraction domain) size is critical for primary
nd secondary extinction, as well as microabsorption. Supposing it
s usually unlikely that molecular crystals have a very high degree
f perfection, and linear absorption coefficients of polymorphs are
lmost the same, extinction and microabsorption effects, wittingly
r not, are commonly neglected. However, if the sample measured
ontains greater particles than a critical value, nonlinear effects
ay occur from the above cited equation due to absorption. This
aximum acceptable particle size is tmax = 1/100�, � being the

verage linear absorption coefficient [9]. Since organic crystals
ften have platy or acicular habits, another very serious problem
an be the preferred orientation. As grinding can cause amorphi-
ation and polymorph transitions in pharmaceuticals [42], in some
ases there is no method to eliminate either absorption problems
r preferred orientation. If the particles are always oriented in
pecific way, it can be advantageous to facilitate this orientation to
ecrease the random variation; for instance by applying pressure
uring filling the sample holder [10]. This approach, however,
ntrains the risk that the analytical method will only be accurate
or measuring samples with similar properties, especially with the
ame particle size range; also stressed by others [12].

Famotidine form A grows as prismatic, while form B as acic-

lar crystals. The particle size of the majority of form A crystals
sed for the preparation of calibration mixtures were in the range
f 10–100 �m, but there were also present particles greater than
00 �m. Form B consisted of mostly 5–10 �m × 40–50 �m needles;

Fig. 1. Micrographs of form A (left on the top), form B (right on the top), ground form
Biomedical Analysis 49 (2009) 338–346

none of them being longer than 100 �m (see Fig. 1). One aim of the
study was to assess the possibility of constructing proper quan-
titative XRPD method for samples in their natural state, i.e. “as
received”. Therefore to avoid changing the properties of the sub-
stance in the first series of measurements the particle size problems
were neglected. In a second series the samples were ground in agate
mortar with a pestle, paying attention to mill the same amount of
substance, with the same force, precisely for 3 min. Grinding signifi-
cantly decreased the particle size of the crystals, as well as fractured
them to be more isomorphous. The majority of the particles of both
ground samples were less than 10 �m (Fig. 1).

Fig. 2 shows the XRPD patterns of famotidine polymorphs before
and after grinding. In line with our previous results [38] the applied
grinding did not induce polymorph transition. The pattern of form
A did not change significantly, but the relative intensities of form
B altered considerably. This is an indication of decreased preferred
orientation. On the other hand, the absolute intensity of almost
every reflection reduced, resulting in decreased total diffracted
intensity. This could be the consequence of increased number of
defect sites. According to [37], the average linear absorption coef-
ficient of famotidine is 48.65 cm−1, thus the maximum acceptable
particle size for quantitative analysis would be 2.1 �m. This limit
could not be attained with the applied grinding, and keeping in
mind the likelihood of amorphisation of form B, the possibility of
further grinding was excluded.

The relative standard deviation (R.S.D.) of form A reflection
intensities, which seem to be the most appropriate for quantifica-
tion (at 14.1 + 14.4◦, 18.7◦ and 21.4◦ 2�), were 20–40%, as determined
from three measurements. This is unacceptable for quantitative
analysis. Specific form B intensities (11.6◦, 18.0◦ and 22.8◦ 2�) var-
ied only by 4–11%, which can be considered satisfactory. Grinding
significantly decreased the intensity variation in both cases; it was
4–12% for form A, and less than 4% for form B in ground samples. It

was inferred therefore that the variation originated basically from
preferred orientation.

Reflections at 11.6◦ and 18.7◦ 2� showed the smallest intensity
variation and their intensities were plotted against the weight frac-

A (left on the bottom) and ground form B (right on the bottom) of famotidine.
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Fig. 2. X-ray powder diffraction patterns of form A and form B of famotidin

ion to construct a univariate calibration correlation. This resulted
n a straight line but with a low correlation coefficient, because
f high scatter around the calibration line. The linear fit for the
eak intensities measured on ground samples was much better,
ut in the case of form A there was still a relatively large scat-
er in the mixtures containing high percentage of form A. Likely
ource of this high variation may be the irreproducibility of sample
lling procedure, which can lead to a difference in sample poros-

ty in the surface region, and especially to composition dependent
referred orientation. Both can be handled by taking the ratios of
roper reflection intensities. This is one reason why internal stan-
ards are commonly used in XRPD. However, increasing the number
f components makes it more difficult to prepare homogeneous
alibration mixtures, and also considerably increases sample prepa-
ation time when the method is applied on a routine basis; thus it
as avoided. If only the two phases to be quantified are present in
he sample, one may take the ratio of reflection intensities charac-
eristic of different forms. For instance, if Ia and Ib are the intensities
f reflections specific for form A and form B, respectively, the ratio

b/(Ib + Ia) gives linear correlation with concentration of form B,
nd this relationship has already been used for simple quantitative

ig. 3. Calibration correlation for famotidine form B XRPD data: samples measured “as re
1.6◦ 2� to the sum of the intensities of 11.6◦ and 18.7◦ 2� reflections; the correction facto
ell as ground form A and ground form B, from top to bottom, respectively.

determination of polymorphic forms [17]. However, the correla-
tion is linear only in that case when the corresponding intensities
of pure phases, i.e. Ia0 and Ib0, are the same. Otherwise the dif-
ference has to be taken in correction, and the equation changes
to Ib/(Ib + Ia(Ib0/Ia0)). Regarding famotidine polymorphs, the inte-
grated intensities of 11.6◦ and 18.7◦ 2� reflections were selected,
which were statistically not different in ground samples. The cali-
bration lines are shown in Fig. 3 (considering that intensity ratios
were used, the respective correlation for form A is essentially the
same). The result is a linear correlation for the whole concentration
range, with high coefficient and satisfactorily low standard devi-
ation for repeated measurements. The variation was significantly
lower in ground samples, again confirming the fact that grinding
was advantageous in decreasing the preferred orientation and/or
absorption problems.

The limit of detection (LOD) and quantitation (LOQ) were esti-

mated as 3.3 and 10 times the standard deviation of blank divided
by the slope of the calibration curve [43], respectively; with the
modification that instead of blank (corresponding pure form) the
3% mixtures, expected to be close to the detection limit, were
used, which were measured five times. The measured mean val-

ceived” (left) and after grinding (right). The ordinate is the ratio of the intensity at
r is the intensity ratio determined for pure forms.
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Table 1
Limits of detection and quantitation of univariate and multivariate XRPD methods.

Univariate method Multivariate method (PLS)

“As received” Ground “As received” Ground

Form A Form B Form A Form B Form A Form B Form A Form B

P 4.0
L 1.3
L 3.9
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redicted concentration of 3% mixtures (wt.%) 2.5 2.5
OD (wt.%) 6.2 1.9
OQ (wt.%) 18.9 5.8

es indicative of the model accuracy, and the determined LOD and
OQ are shown in Table 1. The 6.2% LOD for form A in unground
“as received”) samples is very high; however, it should be noted
hat visual inspection of characteristic reflections permits detec-
ion of ca. 3%. LOD for other cases is around 2%; and the observable
ias in the calculated percentage of minor component from the 3%
onfirms that the LOQ values are higher than 3%.

Multivariate calibrations were performed on the 10.0–32.5◦ 2�
ange excluding only the form A reflection at 33.4◦ 2� which
xhibited extraordinary intensity variation. There was no common
eflection of famotidine polymorphs with similar intensity, which
ould have served as a normalization factor. The total diffracted
ntensity, as determined by integrating the area under the curve
ver the 10–34◦ 2� range, after linear background correction was,
owever, independent of the composition. This quantity was used,
herefore, to correct for absolute intensity variation. Ground sam-
les did not fulfil this concentration independency as the ground
orm B had a bit lower total diffracted intensity than form A. Nor-

alization, however, improved the calibration model in every case.
CLS models gave very poor results, but using PCR and PLS sim-

larly good correlation was obtained. Mean centring and variance
caling were needed as preprocessing procedures. Data smooth-
ng improved the models, but not significantly. Unexpectedly first
erivatives of the diffractograms proved to be better input data
han diffractograms itself, and smoothing was also advantageous.
he results are shown in Tables 2 and 3. Multivariate data anal-
sis on integrated intensities of some characteristic peaks which
howed the least intensity variation in repeated measurements
as also performed; this, however, gave slightly worse results

han using every data point. Optimal number of principal com-
onents was determined by finding the minimum of RMSECV
alues in a leave-out-one cross-validation, or finding the minimum

MSEP if the previous did not gave unequivocal solution. Visual

nspection of residual plot was employed to ascertain whether
he difference between predicted and nominal concentration after
ross-validation is randomly distributed around zero and indepen-
ent of concentration.

able 2
erformance characteristics of chemometric models built on “as received” famotidine XR

ethod Univariate Diffractograma

Int. ratio PCR PLS

0.9965 0.9995 0.9996
MSEC 5.988 1.270 1.090
MSECV 1.820 1.780
MSEP 3.468 1.270 1.200
V residualse + + +
o. of factors 7 6
PC1f 85.18 85.18

a 10.0–32.5◦ 2� range.
b 1st derivative of the diffractogram.
c 1st derivative of the diffractogram after smoothing with Norris derivative filter (segm
d Integrated intensity of specific peaks at 11.6◦; 14.4◦; 18.0◦ and 18.7◦ 2�.
e “+” mark means that the distribution of the residuals in the function of concentratio

istribution (curvature was observed).
f The percentage contribution of first principal component to the spectral variation in t
2.6 3.4 4.1 1.8 4.0
2.4 1.9 1.4 2.1 2.0
7.2 5.9 4.2 6.2 6.0

PLS models built on smoothed 1st derivative data (typed bold
in the tables) were selected as the best for both “as received” and
ground samples, because of high correlation coefficient, low error
values, and random distribution of residuals. Models explained
about 90 and 95% of the signal variation by one factor, and this
first principal component was identical with the difference of form
A and form B diffractograms.

LOD and LOQ for the multivariate method were estimated from
the standard deviation of the mixtures containing 3% of form A and
3% of form B, both measured five times, taking the predicted vs.
nominal concentration as the calibration curve with unity slope
(Table 1). Results are similar to that of calculated from univari-
ate calibration; the detection and quantitation of form A, however,
much better by multivariate data processing. This was expectable,
because a method that takes into account the whole diffraction
pattern is less sensitive for preferred orientation than that use indi-
vidual reflection intensities.

3.2. Raman spectrometry

The quantitative analytical application of Raman spectroscopy
is based on a modified version of the Lambert–Beer law. In a sim-
plified form it is I� = I0K�x, where I� is the measured intensity of the
Raman line of the scattering species at �, I0 is the intensity of the
excitation laser line, � is the Raman shift, x is the mole fraction of
the species, and K� describes the overall spectrometer response, the
self-absorption and molecular scattering properties of the medium,
which can be assumed as a constant providing that instrumen-
tal factors do not change [25]. Comparing the Raman spectra of
form A and form B of famotidine, it is clear that the polymorphs
have distinct vibrational frequencies and relative band intensities,
which may serve for unequivocal identification (Fig. 4). The most

prominent differences are in the region of C–H stretching vibrations
around 2900 cm−1 and in the region of bond deformation vibrations
at 760–500 cm−1. Unique bands of form A and form B are located at
658 cm−1 and 739 cm−1 respectively, which are free from spectral
overlap and thus appropriate for univariate calibration.

PD data.

1st db 1st d smc Aread

PCR PLS PLS PLS

0.9996 0.9999 0.9997 0.9990
1.120 0.686 1.010 1.760
1.600 1.530 1.700 1.970
1.290 1.260 1.490 1.910
+ + + +
9 3 3 3

70.98 70.98 89.12 97.27

ent length = 17, gap = 2).

n on the cross-validation plot is random around zero and “−” means not random

he selected range.
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Table 3
Performance characteristics of chemometric models built on ground famotidine XRPD data.

Method Univariate Diffractograma 1st db 1st d smc Aread

Int. ratio PCR PLS PCR PLS PLS PLS

r 0.9993 0.9997 0.9997 0.9995 0.9995 0.9997 0.9992
RMSEC 3.916 1.050 0.974 1.270 1.240 1.050 1.650
RMSECV 1.380 1.400 1.380 1.380 1.450 1.900
RMSEP 3.699 1.270 1.340 1.130 1.130 1.060 1.690
CV residualse + − − + + + +
No. of factors 4 3 1 1 2 3
% PC1f 92.39 92.39 84.77 84.77 94.36 95.76

a 10.0–32.5◦ 2�.
b 1st derivative of the diffractogram.
c 1st derivative of the diffractogram after smoothing with Norris derivative filter (segment length = 9, gap = 2).
d Integrated intensity of specific peaks at 11.6◦; 14.4◦; 18.0◦; 18.7◦ and 21.4◦ 2�.
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e “+” mark means that the distribution of the residuals in the function of concen
istribution (curvature was observed).

f The percentage contribution of first principal component to the spectral variati

It was found that absolute Raman intensity of the same sam-
le usually varied by about 8%, and in some mixtures the relative
tandard deviation of absolute intensity was more than 25%. Spec-
ra were collected from the same sample holder, where the powder
as roughly equally compact with about 4 mm thickness proved

hat practically infinite for the excitation beam used. Sample posi-
ioning error can be neglected because of auto focusing before
very measurement. Repeating the measurements on different days
rom the same position by leaving the sample in the spectrome-
er, the intensity variation was negligible (<1%), indicating superior
pectrometer stability. The observed absolute intensity variation,
herefore, can originate from refraction and polarization effects,
ecause of not equally random orientation of crystallites in differ-
nt sampled positions. It is worth to note, however, that relative
ntensity variations of spectral bands, which could not be easily con-
rolled by simple normalization, were not experienced. In this case
he analysis needs only a proper quantity to normalize the spectra;
nd this can be the intensity of a relatively significant band in a spec-

ral range common in both polymorphs. The peaks at 1330 cm−1

nd 1333 cm−1, characteristic for form A and form B, respectively,
re appropriate for this purpose, since their intensity is similar for
oth forms. Normalization was carried out as a path length correc-

Fig. 4. The distinct FT-Raman spectral range of form A (
n on the cross-validation plot is random around zero and “−” means not random

he selected range.

tion by TQ Analyst software taking the peak height after two point
baseline correction.

Univariate calibration was performed on the integrated inten-
sities of above mentioned characteristic peaks (after two point
baseline correction), i.e. at 658 cm−1 and 739 cm−1 for form A and
form B, respectively. After some repeated measurements on poly-
morphic mixtures, relatively high variation was found for predicted
concentration, especially for mixtures containing low percentage
of either form A or form B. It was inferred that samples were sub-
sampled by the small laser spot therefore the analysed fraction was
not representative of the bulk composition. To avoid this, average
spectra were collected for every sample using different positions
of the sample holder (see Section 2.4) and measurement proce-
dure similar to that described in our other study [40]. Accumulating
only four scans from a single point gave spectrum with acceptable
signal-to-noise ratio, while about 6 mm2 grid size seemed to be
large enough sampled area and raising the numbers of point in
the grid did not improve the statistics. On spectral data, collected

with this measurement procedure, excellent linear correlation was
obtained with low RMSEC, RMSECV as well as RMSEP; the residuals
were randomly distributed around zero and the model explained
95% of full spectral variation in spite of that it utilized only two

red upper) and form B (blue lower) of famotidine.
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Table 4
Limits of detection and quantitation of univariate and multivariate Raman methods.

Univariate method Multivariate method (PLS)

Int. vs. conc.a Pred. vs. nom.b

Form A Form B Form A Form B Form A Form B

Predicted concentration of 3% mixtures (wt.%) 3.1 3.3 3.1 3.3 3.1 3.0
LOD (wt.%) 2.6 0.9 2.5 0.8 1.2 0.9
L

tion f

b
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7
t
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w
t

OQ (wt.%) 7.8 2.6

a Estimation from the measured Raman intensity vs. nominal concentration equa
b Estimation from the predicted vs. nominal concentration correlation.

and intensities (Table 5). The intensity vs. concentration equations
ere y = 0.0584x + 0.1078 and y = 0.0494x + 0.0184 for form A and B,

espectively; where y is the normalized Raman intensity and x is
he wt.% of the corresponding form.

The limit of detection and quantitation were estimated in a sim-
lar way as in the case of XRPD, taking 3.3 and 10 times the standard
eviation of the 3% mixtures from five measurements and dividing

t by the slope of the calibration curve. The calculation was also
one for the predicted vs. actual concentration curve calculated by
Q Analyst based on the simple Lambert–Beer algorithm with the
lope of unity. The measured mean values, indicative of model accu-
acy, and the determined LOD and LOQ are shown in Table 4. Both
ethods used for the calculation of limits resulted in practically

he same. LOD and LOQ for form A are significantly higher than for
orm B. This can also be observed by visual inspection of the mix-
ures containing 3% of form A and 3% of form B. There is no visible
and due to form B on the spectrum of the 3% mixture, while the
ame percentage of form A appears as a weak band at 658 cm−1. In
pite of this, repeated measurements show no visible variation in
he spectral intensities in the integration region around 739 cm−1,
hile the intensity of 658 cm−1 band has apparent variation. The
ossible reason is the worse homogeneity of samples containing

ow percentage of form A compared to the rest of calibration mix-
ures; and this can be the consequence of its larger particle size
hich makes the mixing more difficult.

Multivariate calibrations were performed on the whole mea-
ured spectral range and its derivatives as well as on selected ranges
nd their derivatives. Table 5 summarizes the results. Normaliza-
ion on the baseline corrected peak height of 1330–1333 cm−1 band
roved to be the best preprocessing operation; multiplicative signal
orrection (MSC) and standard normal variate (SNV) gave slightly
orse results. Mean centring was necessary to obtain good linear

orrelation, but variance scaling decreased model performances.
LS method slightly outperformed CLS and PCR models in every
ase. Models using the full spectral data seemed to be accurate
nd precise but the residuals had a bit curved distribution, which
ight indicate problems with robustness. Omitting useless spectral

anges, 2880–1700 cm−1 containing only noise, did not improve the
odel significantly. However, selecting the ranges most indicative

f spectral differences of the two polymorphs lower RMSEC and
MSEP values were achieved by only one factor. In this case 1st
nd 2nd derivative spectral ranges gave better results, where the
esiduals have also a random narrow distribution around zero.

PLS model built on the 1st derivative of 2904–2889 cm−1,
63–732 cm−1 and 668–648 cm−1 spectral ranges was selected as
he best one, because of high correlation coefficient, low error val-
es, and random distribution of residuals. This model explained 99%
f the full spectral variation by one factor, in spite that it was con-
tructed from very limited portion of spectral information. The first

rincipal component was identical with the difference spectrum of
orm A and form B, thus confirming the adequacy of the model.

LOD and LOQ for both forms by the best multivariate method
ere estimated from the standard deviation of the mixtures con-

aining 3% of form A and 3% of form B, respectively. The mixtures
7.6 2.5 3.7 2.8

or the characteristic peak of form A and form B.

were measured five times and the predicted vs. nominal concentra-
tion correlation was considered as the calibration curve (Table 4).
Multivariate analysis gave similar limits as Lambert–Beer method;
however, in this case the LOD and LOQ for form A were signifi-
cantly lower. It is supposed therefore that the higher limits of form
A obtained in the univariate case are not only originated from worse
sample mixing but also from inaccurate intensity determination of
658 cm−1 band at low concentration, which affects PLS method less.

The robustness of Raman methods against particle size varia-
tion was investigated through the quantification of ground samples
by the calibration method obtained from “as received” samples.
Among others, ground mixtures containing 3% of form A and 3% of
form B were analysed five times. It was previously shown [40] that
in the sampling accessory used in this study the measured intensity
may be independent of the particle size. In the case of famoti-
dine samples absolute intensity of both “as received” and ground
samples varied by about 6% as measured by the spatially averag-
ing procedure. The absolute intensities were about 10% higher for
ground than for “as received” samples in both mixtures showing
significant increase by decreasing particle size. The exact cause of
this observation was not investigated; it is assumed, however, that
not only the size of the scattering particles changed by grinding, but
also the compactness of the sample, which was achieved during fill-
ing the sample in the sample holder. Changing the porosity of the
scattering media may also influence the absolute Raman intensity,
and the effect is probably dependent on the particle size. Never-
theless, the methods are based on normalized intensities, and as
it was already discussed, these are independent of particle size.
Lambert–Beer method resulted 2.7 (0.8)% form A and 3.4 (0.2)%
form B, while PLS method gave 2.2 (0.9)% form A and 2.9 (0.3)% form
B for the mixtures containing 3% of form A and form B, respectively.
Numbers in parenthesis are standard deviations, and these also con-
firm that the determined LOD and LOQ for different methods are
reasonable; and these are lower for form B.

3.3. Comparing X-ray powder diffractometry and Raman
spectrometry

In order to assess the validity of the developed XRPD and Raman
methods, these were tested on polymorphic mixtures of unknown
composition, which were prepared by precipitation of famotidine
under various conditions. These mixtures had different particle
size and crystal habit than those used for the construction of cal-
ibration models. As a consequence, two of them (sample 2 and
especially sample 3) showed extraordinary preferred orientation
in XRPD, thus the measured diffractograms showed completely dif-
ferent relative intensities than those characteristic for famotidine
pure forms or calibration mixtures. On the contrary the Raman
spectra of these unknown mixtures did not exhibit any distortion

from the calibration samples, indicating that the technique is not
sensitive to particle size and crystal habit of famotidine. Table 6
shows the composition of samples calculated from the univariate
and multivariate XRPD and Raman methods. Regarding that any
typical single intensity-based quantitative method is more reliable
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Table 5
Performance characteristics of various chemometric models built on famotidine Raman data.

Method Form A Form B FRa spectrum FR 1st MRb 1st SRc SR 1st SR 2nd

Lambert–Beer PCR PLS PLS PLS PLS PCR PLS PLS

r 0.9986 0.9995 0.9994 0.9995 0.9994 0.9994 0.9995 0.9994 0.9994 0.9993
RMSEC 2.115 1.327 1.410 1.300 1.420 1.420 1.210 1.400 1.400 1.460
RMSECV 2.543 1.427 1.820 1.550 1.580 1.580 1.490 1.560 1.560 1.630
RMSEP 1.968 0.617 0.703 0.701 1.100 1.110 0.616 0.838 0.837 0.824
CV residualsd + + − − − − − + + +
No. of factors 3 2 1 1 2 1 1 1
% PC1e 99.94 99.94 99.12 99.12 99.01 99.07 99.70 99.37 99.37 98.71

a Full measured spectral range (FR): 3500–200 cm−1.
b Meaningful spectral ranges (MR): 3475–2280 cm−1 and 1700–220 cm−1.
c Selected spectral ranges (SR): 2904–2889 cm−1, 763–732 cm−1 and 668–648 cm−1.
d “+” mark means that the distribution of the residuals in the function of concentration on cross-validation plot is random around zero and “−” means not random distribution

(curvature was observed).
e The percentage contribution of first principal component to the spectral variation in the selected spectral range.

Table 6
Composition of unknown samples determined by XRPD and Raman spectroscopy.

XRPD “as received” XRPD ground Raman

Int. ratio PLS Int. ratio PLS Lambert–Beer PLS

% A % B % A % B % A % B % A % B % A % B % A % B

Sample 1 1.7 98.3 3.0 97.0 3.8 96.2 2.6 97.4 2.7 93.4 3.8 96.2
Sample 2 60.4 39.6 70.2 29.8 65.0 35.0 66.8 33.2 73.2 34.0 68.8 31.2
S .7
S .2
S .7
S .6

i
l
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f

m
t
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t
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g

4
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m
o
n
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t
p
a
R
p
p
p
m
w
a

q

ample 3 74.3 25.7 65.3 34.7 92.3 7
ample 4 6.8 93.2 9.7 90.3 7.8 92
ample 5 5.0 95.0 7.5 92.5 7.3 92
ample 6 3.9 96.1 4.7 95.3 5.4 94

n the lower concentration range, in Raman Lambert–Beer method
ess than 50% of form A should be determined from the calibration
urve derived for form A band intensity, while more than 50% of
orm A from form B band intensity. Respective results were typed
old in Table 6, similar values for other methods were signed just
or better comparison.

The composition determined by univariate and multivariate
ethods shows good correlation for both XRPD and Raman spec-

rometry. In addition, both techniques gave practically the same
esults except for samples 2 and 3. Not surprisingly, the preferred
rientation in these samples strongly disturbs the powder diffrac-
ion method and results in false composition determined by either
ntensity ratio or multivariate calibration. Grinding the samples
efore analysis and using the calibration correlation based on
round samples, XRPD is in accordance with Raman results.

. Conclusions

Both X-ray powder diffractometry and Raman spectrometry are
pplicable for the quantitative measurement of famotidine poly-
orphic forms in their mixtures. Because of the variable properties

f the analyte (particle size and crystal habit, and their combi-
ation as preferred orientation), Raman spectroscopy can provide
ore accurate and precise results than XRPD. It is also less sensi-

ive for sample preparation including the way as the mixtures are
roduced. The otherwise desirable focused laser spot is a consider-
ble drawback of quantitative application of Raman spectroscopy.
otation and/or movement of the sample holder [26], however, can
revent sub-sampling. The measurement procedure in this and our
revious study [40], which utilizes spatial averaging, resolves the
roblem of sub-sampling also for several tens or even hundreds

icron particles and permits automatization of data collection as
ell. The latter is advantageous both for calibration measurements

nd for routine analysis of large number of samples.
Although X-ray powder diffractometry provides satisfactory

uantitative results on ground famotidine samples, it is inferior
88.2 11.8 91.8 9.6 91.9 8.1
9.9 90.1 10.3 92.0 10.5 89.5
8.0 92.0 9.1 91.6 8.9 91.1
4.7 95.3 4.6 92.3 4.8 95.2

compared to Raman spectrometry. It must be stressed that the
XRPD method could be certainly improved but only by differ-
ent measurement procedure (using transmission geometry, for
instance, to reduce the effect of preferred orientation), more sophis-
ticated sample preparation, or improving the counting statistics
by longer signal accumulation. However, these all would increase
the gross time needed for the analysis. The accumulation time for
Raman measurements, applied in this study, required 6.5 min. It
was 15 min for XRPD, which also shows the advantage of Raman
spectrometry for routine analysis in industrial practice.

In the case of famotidine polymorphs, though multivariate data
analysis can provide better results than univariate one, if appro-
priate analytical signals (normalized spectral intensities in Raman,
and peak ratios in XRPD) are selected, the difference is negligible.
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